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ABSTRACT
Counterfeit apps impersonate existing popular apps in attempts to
misguide users. Many counterfeits can be identified once installed,
however even a tech-savvy user may struggle to detect them before
installation. In this paper, we propose a novel approach of com-
bining content embeddings and style embeddings generated from
pre-trained convolutional neural networks to detect counterfeit
apps. We present an analysis of approximately 1.2 million apps
from Google Play Store and identify a set of potential counterfeits
for top-10,000 apps. Under conservative assumptions, we were able
to find 2,040 potential counterfeits that contain malware in a set
of 49,608 apps that showed high similarity to one of the top-10,000
popular apps in Google Play Store. We also find 1,565 potential
counterfeits asking for at least five additional dangerous permis-
sions than the original app and 1,407 potential counterfeits having
at least five extra third party advertisement libraries.

CCS CONCEPTS
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1 INTRODUCTION
Availability of third party apps is one of the major reasons behind
the wide adoption of smartphones. The two most popular app mar-
kets, Google Play Store and Apple App Store, hosted approximately
3.5 million and 2.1 million apps by early 2018 [16, 24]. Handling
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such large numbers of apps is challenging for app market operators
since there is always a trade-off between how much scrutiny is
put into checking apps and encouraging developers by providing
fast time-to-market. As a result, problematic apps of various kinds
including malware have made it into the app markets [42, 56].

One category of such problematic apps is counterfeits (i.e. apps
that attempt to impersonate popular apps). Reasons behind app
impersonations include harvesting user credentials, increasing ad-
vertising revenue, and spreading malware. Many popular apps such
as Netflix, IFTTT, Angry Birds, and banking apps have been reported
to be affected by counterfeits [8, 25, 39, 50]. In Figure 1, we show
an example counterfeit named Temple Piggy1 which shows a high
visual similarity to the popular arcade game Temple Run.2

a) Original (Temple Run) b) Counterfeit (Temple Piggy)

Figure 1: An example counterfeit for the game Temple Run

In this paper, we propose a neural embedding-based approach to
identify counterfeit apps from a large corpus of apps. We leverage
the recent advances in Convolutional Neural Networks (CNNs) to
generate feature embeddings from given images using pre-trained
models such as VGGNet [45]. In contrast to commonly used content
embeddings generated from fully connected layers before the last
soft-max layer, we show that combining content embeddings with
style embeddings generated from the Gram matrix of convolutional
layer feature maps achieve better results in detecting visually simi-
lar app icons. Following are the main contributions of this paper.
• We show that the novel method of using combined style
and content embeddings generated from pre-trained CNNs
outperforms many baseline image retrieval methods for the
task of detecting visually similar app icons. We also validate
this method using two standard image retrieval datasets.
• Using a large dataset of over 1.2 million app icons, we show
that combined content and style embeddings achieve 8%–12%
higher precision@k and 14%–18% higher recall@k.

1Temple Piggy is currently not available in Google Play Store.
2Temple Run - https://play.google.com/store/apps/details?id=com.imangi.templerun.
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• We show that adding text embeddings [31] as an additional
modality, further increases the performance by 3%–5% and
6%–7% in terms of precision@k and recall@k.
• We identify a set of 7,246 potential counterfeits to the top-
10,000 apps in Google Play and show that 2,040 of them may
contain malware. We further show that out of those; 1,565
ask for at least five extra dangerous permissions and 1,407
have at least five extra third party ad libraries.

2 RELATEDWORK
2.1 Mobile Malware & Greyware
While there is a plethora of work on detecting mobile malware [14,
22, 44, 52, 54] and various fraudulent activities in app markets [15,
21, 43, 47, 53], only a limited amount of work focused on the simi-
larity of mobile apps. Viennot et al. [49] used the Jaccard similarity
of app resources in the likes of images and layout XMLs to identify
clusters of similar apps and then used the developer name and cer-
tificate to differentiate clones from rebranding. Crussell et al. [17]
proposed to use features generated from the source codes to iden-
tify app clones. In contrast to above work, our work focuses on
identifying visually similar apps (i.e. counterfeits) rather than the
exact similarity (i.e. clones), which is a more challenging problem.

Limited amount of work focused on identifying visually similar
mobile apps [7, 35, 36, 46]. For example, Sun et al. [46] proposed
DroidEagle that identifies the visually similar apps based on XML
layouts. While the results are interesting this method has several
limitations. First, all visually similar apps may not be necessarily
similar in XML layouts and it is necessary to consider the simi-
larities in images. Second, app developers are starting to use code
encryption methods, thus accessing codes and layout files may not
always possible. Third, dependency of specific aspects related to
one operating system will not allow to make comparisons between
heterogeneous app markets. Recently, Malisa et al. [35] studied how
likely would users detect a spoofing application using a complete
rendering of the application itself. In contrast to above work, the
proposed work intends to use neural embeddings derived from
app icons and text descriptions that will better capture visual and
functional similarities.

2.2 Visual Similarity & Style Search
Several work focused on transferring style of an image to another.
For example, Gatys et al. [18, 20] proposed a neural style transfer
that is able to transfer the stylistic features of well-known artworks
to target images. Other methods proposed to achieve the same
objective either by updating pixels in the image iteratively or by
optimising a generative model iteratively and producing the styled
image through a single forward pass. A summary of style transfer
algorithms can be found in the survey by Jing et al. [27].

Johnson et al. [28] proposed a feed-forward network architec-
ture capable of real-time style transfer by solving the optimisation
problem formulated by Gatys et al. [20]. Similarly, to style transfer,
CNNs have been successfully used for image searching. In particu-
lar, Bell & Bala [12] proposed a Siamese CNN to learn a high-quality
embedding that represent visual similarity and demonstrated the
utility of these embeddings on several visual search tasks such as
searching similar products. Tan et al. [48] and Matsuo & Yanai [37]

used embeddings created from CNNs to classify artistic styles. In
contrast to these works, our work focuses on retrieving visually
similar Android apps and we highlight the importance of style and
combined (multi-modal) embeddings in this particular problem.

3 DATASET
We collected our dataset by crawling Google Play Store using a
Python crawler between January and March, 2018. The crawler was
seeded with the web pages of the top apps as of January, 2018 and
it recursively discovered apps by following the links in the seeded
pages and the subsequently discovered pages. For each app, we
downloaded the metadata such as app name, app description, and
number of downloads as well as the app icon in .jpg or .png format
(of size 300 x 300 x 3 - height, width, and three RGB channels).

We collected information of 1,278,297 apps during this process.
For each app, we also downloaded the app executable using Google
Play Downloader [1] by simulating a Google Pixel. We were able
to download APKs for 1,023,521 apps out of the total 1,278,297
appswe discovered. The reasons behind this difference are the paid
apps and the apps that did not support the used virtual device.
Labelled set: To evaluate the performance of various image similar-
ity metrics we require a ground truth dataset that contains similar
images to a given image. We used a heuristic approach to shortlist a
possible set of visually similar apps and refined it by manual check-
ing. Our heuristic is based on the fact that there are apps having
multiple legitimate versions. For example, popular game app Angry
Birds has multiple versions such as Angry Birds Rio, Angry Birds
Seasons, and Angry Birds Go with similar app icons and descriptions.

Thus, we first identified the set of developers who has published
more than two apps and one app having at least 500,000 downloads.
In the set of apps from the same developer, the app with the highest
number of downloads was selected as the base app. For each other
app in the set, we calculated the character level cosine similarity of
its app name to the base app name and selected the apps having
over 0.8 similarity and in the same app category as the base app.
We identified 2,689 such groups. Finally, we manually inspected
each group and discarded the apps that were not visually similar.

During our later evaluations, the highest number of neighbours
we retrieve is 20. Therefore, we ensured that the maximum number
of apps in a group was 20 by randomly removing apps from the
groups having more than 20 apps. At the end of this process we
had 806 app groups having a total of 3,539 apps as our labelled set.
Top-10,000 popular apps: To establish a set of potential counter-
feits, we used top-10,000 apps since counterfeits majorly target
popular apps. We selected top-10,000 popular apps by sorting the
apps by the number of downloads, number of reviews, and average
rating similar to what was proposed in [42].
Other image retrieval datasets: To benchmark the performance
of our proposed combined embeddings, we use two existing ground-
truth datasets; UKBench [38] and Holidays [26]. Both datasets con-
tain groups of similar images, containing images of same scenes or
objects from different angles and illumination levels.

4 METHODOLOGY
The main problem we are trying to address is that “given an app can
we find potential counterfeits from a large corpus?”. Since counterfeit
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apps focus more on being visually similar to original apps, we
mainly focus on finding similar app icons to a given app icon. We
also focus on the similarity between text as an additional modality.

4.1 App Icon Encoding and Embeddings
We encode the original app icon image of size 300×300×3 to a lower
dimension for efficient search and to avoid false positives happening
due to L2 distance at large dimensions [4]. We create several low
dimensional representations of the images. As baseline methods,
we use state-of-the-art image hashing methods, feature-based image
retrieval methods, and SSIM (Structural Similarity). From a pre-
trained VGGNet, we derive content and style embeddings.

i) Hashing methods: Hashing methods we evaluate include aver-
age [29], difference [30], perceptual [55], and wavelet [5] hashing.
All four methods first scale the app icon to a 32×32 grayscale image
and represent it as a 1x1024 binary feature vector.

ii) Feature-based image retrieval methods: Feature-based meth-
ods extract features from an image and describe them using neigh-
bouring pixels. Thus, such methods have two steps; feature detec-
tion and feature description. Some algorithms perform both tasks
together while others perform them separately. In this paper, we use
four feature matching methods; Scale-Invariant Feature Transform
(SIFT) [34], Speeded-Up Robust Features (SURF) [11], Accelerated
KAZE (AKAZE) [6], and Learned Arrangements of Three Patch Codes
(LATCH) [32]. SIFT and SURF describe an app icon by a fi × 128
integer descriptor matrix, where fi is the number of features de-
tected for app icon i . AKAZE and LATCH describe the app icon by
a fi × 64 binary descriptor matrix.

iii) Structural Similarity Index Matrix (SSIM): SSIM [51] com-
pares the local pattern of pixel intensities in two images and cal-
culate a similarity score. This method gives a high similarity score
even for images with significant pixel-wise difference as it does not
compare images point-by-point basis. SSIM does not represent an
image by a vector/matrix. Therefore, we scale the input app icons
into a 32 × 32 grayscale images and calculate the similarity score.

iv) Content embeddings: To extract the content representation of
an icon, we used a pre-trained VGGNet [45]. We fed all 1.2M app
icons to the VGGNet, and used the content embeddings, C ∈ R4096,
generated at the last fully connected layer of VGGNet (f c_7 layer)
that have shown good results in the past [10, 13].

v) Style embeddings: Content similarity alone is not sufficient
for counterfeit detection as sometimes developers keep the visual
similarity and change the content. Thus, we require an embedding
that represents the style of an image.

Several work demonstrated that the Gram matrix of filter re-
sponses of CNNs can be used to represent the style of an im-
age [19, 20]. We followed a similar approach and used the fifth
convolution layer (conv5_1) of the VGGNet to obtain the style rep-
resentation of the image, as previous work indicated that conv5_1
provides better performance in style similairty [37]. We passed each
icon through the VGGNet, and at conv5_1 the icon was convolved
with pre-trained filters and activated through ReLU function. The
conv5_1 − layer of the VGGNet we used had 512 filters, result-
ing a Gram matrix of sizeG5 ∈ R512×512. We only considered the
upper half of the Gram matrix as our style representation vector,

S ∈ R131,328 as the Gram matrix is symmetric. To further reduce
the dimension of style embeddings we used the very sparse random
projection [33] and ensured the size of style embeddings is 1x4096.
In Figure 2, we show a summary of our icon encoding process.

conv_2	conv_1	 conv_3	
conv_4	 conv_5	

fc_6	 fc_7	

App	Icons	

Content		
embedding		
1	x	4096		

F5	x	(F5)T	

Random	
projection	

Style	embedding		
1	x	4096		

Feature	
Extraction	

SIFT/SURF	descriptor	fi	x	128	
LATCH/AKAZE	descriptor	fi	x	64	

	
Gram	
matrix	

Pre-trained	
VGGNet	

Figure 2: Image embeddings generation process

4.2 Text Embeddings
The app descriptions from Google Play Store can contain a maxi-
mum of 4000 characters, describing the apps’ functionalities and
features. As such, counterfeits are likely to show some similarities
to original apps’ description. To capture this similarity, we first
used standard text pre-processing methods on app descriptions and
trained a Paragraph Vectors Model [31] to create vectors of size
100.

4.3 Retrieving Similar Apps
During the similar app retrieval process we take an app and calcu-
lated the required embeddings and search in the encoded space for
k nearest neighbours using cosine distance, L2 distance, or hamming
distance based on the applicability to the embedding under consid-
eration. Let Xy

i be a vectored representation of an app i using the
encoding scheme y and Xy

t be the corresponding representation of
the target app we are comparing, we calculate the various distance
metrics for different representations as summarised in Table 1.

5 RESULTS
5.1 Evaluation of Embeddings
To quantify the performance of the different embeddings, we evalu-
ate them in four different test scenarios using multiple datasets. In
each scenario, for a given query embedding, we retrieved k-nearest
neighbours (k-NN) based on the distances considered in Table 1. We
tested four values of k ; 5, 10, 15, and 20. The four scenarios are:

i) Holidays dataset: Holidays dataset contains 1,491 images from
500 groups. We took the encoded representation of the first image
to search the entire corpus and retrieved the k-nearest neighbours.
ii) UKBench dataset: UKBench dataset contains 10,200 images
from 2,550 groups. Same method as the Holidays dataset was used.
iii) Apps - Labelled set only: Labelled set contains 3,539 images
from 806 groups. From each group, the base app icon embedding
was taken as the query to retrieve k-NN s among remaining icons.
iv) Apps - Labelled set and all remaining icons and text: This
dataset contains 1.2M images. The embedding of the base app icon
of each group in the labelled set was taken as the query to retrieve
the k-NN s from the entire dataset.
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Table 1: Summary of encodingmethods and distancemetrics

Encoding Method Size (n) Distance function
Hashing methods (Hamming distance)
Average 1,024 | |X avд

i ⊕ X avд
t | |1

Difference 1,024 | |Xdif f
i ⊕ Xdif f

t | |1
Perceptual 1,024 | |X perc

i ⊕ X perc
t | |1

Wavelet 1,024 | |Xwave
i ⊕ Xwave

t | |1

Feature based methods (L2 distance)
SIFT f si f ti × 128

∑
xi ∈Xi

min
xt ∈Xt

[ | |x si f ti − x si f tt | |2]

SURF f sur fi × 128
∑

xi ∈Xi
min
xt ∈Xt

[ | |x sur fi − x sur ft | |2]

Feature based methods (Hamming distance)
AKAZE f akazei × 64

∑
xi ∈Xi

min
xt ∈Xt

[ | |xakazei ⊕xakazet | |2]

LATCH f latchi × 64
∑

xi ∈Xi
min
xt ∈Xt

[ | |x latchi ⊕ x latcht | |2]

Structural similarity
SSIM Directly returns a dissimilarity
Neural embeddings (Cosine distance)

Content (Ccos ) 4,096 1 −
X cont
i .X cont

t
| |X cont

i | |2 | |X cont
t | |2

Style (Scos ) 4,096 1 −
X style
i .X style

t

| |X style
i | |2 | |X

style
t | |2

Text (Tcos ) 100 1 −
X text
i .X text

t
| |X text

i | |2 | |X text
t | |2

Content+Style 8,192 α Ccos + β Scos
Content+Style+Text 8,292 α Ccos + β Scos + γ Tcos

The intuition behind above scenarios is that if a given embed-
ding is a good representation, the k-NN s we retrieve must be from
the same group as the query. Thus, for each scenario, we present
precision@k and recall@k, where k ∈ {5, 10, 15, 20}, as the per-
formance metrics. Precision@k gives the percentage of relevant
images among the retrieved images. Recall@k is the percentage
of relevant retrieved images out of the all relevant images.

a) Difference hashing b) SSIM

c) Style d) Content + Style + Text

Figure 3: 10-Nearest neighbours of the top-10 popular apps

We present precision@k and recall@k values for all four test
scenarios in Table 2 and Table 3. To choose the best β and γ values
in multi-modals neural embeddings, we varied β and γ from 1 to 10

with an interval of one. We achieved the best results when β = 5
and γ = 4 and we report those results in Tables 2 and 3. The main
takeaway messages from results in these two tables are:

• In all scenarios, neural embeddings outperform other meth-
ods. For example, for all four k-NN scenarios, the style em-
beddings have approximately 4%–14% and 11%–26% higher
performance in precision@k and recall@k in all apps dataset.
• In UKBench and Holidays datasets, content, style, and com-
bined embeddings increase precision@k and recall@k by 10%–
15% and 12%–25%, respectively when retrieving five nearest
neighbours. Combining style embeddings with content em-
beddings achieves 12% higher precision@k and 14% higher
recall@k in all apps dataset compared to hashing and feature-
based baselines when k = 5. Only scenario where combined
content and style embeddings did not outperform all other
methods is the UKBench dataset.
• It is also noticeable that adding text embedding further in-
creases the performance by 3%-5% and 6%-7% in terms of
precision@k and recall@k, respectively, compared to the
best neural embedding method when k ∈ {5, 10}.
• Results also show that increasing the k value increases the
recall@k, however, significantly decreases precision@k. The
main reason is that average number of images per groups in
all four datasets is less than 5 and thus the number of false
positive images in the retrieved image set increases with k.

To elaborate further on the performance of the embeddings
qualitatively, in Figure 3, we present the 10-nearest neighbours we
retrieved using difference hashing, SSIM, style embeddings, and
content+style+text embeddings for the top-10 most popular apps in
Google Play Store. Figure 3-(a) shows that hashing methods do not
identify visually similar apps apart from the first 1-2 similar apps
(E.g. row 9 - Google Maps). Neural embeddings based methods in
Figure 3-(c) and Figure 3-(d) have identified better fits in several
cases (E.g. row 1 - Google Play Services and row 9 - Google Maps).
Also, Figure 3-(c) shows that style embeddings have retrieved app
icons that have the same “look and feel” in terms of colour.

5.2 Retrieving Potential Counterfeits
We next use the embeddings that performed best (Contentcos +
βStylecos + γTextcos where β = 5 and γ = 4) to retrieve 10-nearest
neighbours for top-10,000 apps from the corpus of 1.2 million apps
that are not from the same developer. The 10-nearest neighbour
search is forced to return 10 nearest apps, irrespective of the dis-
tance. As such, there can be cases where the nearest neighbour
search returns apps that are very far from the query app. Thus, we
applied a distance threshold to further narrow down the results.
From the retrieved 10 results for each query app, we discarded
the results that are having distances greater than an empirically
decided threshold. The threshold was chosen as the knee-point [40]
of the cumulative distribution of all the distances with the original
apps. This process returned 60,638 unique apps that are potentially
counterfeits of one or more apps with in top-10,000 popular apps.
Out of this 60,638 we had APK files for 49,608 apps.
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5-NN 24.56 22.68 21.60 24.48 33.00 31.12 29.16 31.00 21.88 46.36 46.72 47.92 N/A
10-NN 13.08 11.74 10.96 12.98 17.58 16.66 15.18 15.90 11.26 25.28 25.24 25.92 N/A
15-NN 9.00 8.08 7.36 8.92 12.15 11.55 10.43 10.91 7.76 17.47 17.25 17.89 N/A

H
ol
id
ay

s

20-NN 6.95 6.19 5.58 6.83 9.34 8.91 7.99 8.31 5.98 13.31 13.13 13.57 N/A

5-NN 27.29 22.44 21.63 26.37 55.27 52.97 44.82 41.77 28.46 70.22 65.01 70.06 N/A
10-NN 15.01 11.70 10.97 14.26 28.99 27.93 23.72 21.98 15.22 36.90 33.86 36.62 N/A
15-NN 10.51 7.95 7.38 9.99 19.82 19.12 16.22 15.04 10.55 25.03 22.95 24.79 N/A

U
K
B
en

ch

20-NN 8.18 6.08 5.59 7.75 15.11 14.60 12.37 11.47 8.17 18.97 17.40 18.75 N/A

5-NN 45.14 48.41 47.62 44.44 48.92 47.67 46.63 44.22 45.34 56.43 60.42 62.23 64.76
10-NN 23.98 28.10 27.42 25.50 26.79 27.05 26.34 25.07 25.59 33.69 35.39 36.04 38.47
15-NN 18.59 19.92 19.45 18.08 18.86 19.00 18.45 17.54 18.06 24.05 25.25 25.57 27.19
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20-NN 14.52 15.56 15.24 14.16 14.57 14.69 14.24 13.5 14.09 18.69 19.66 19.86 21.09

5-NN 34.89 38.01 37.07 34.17 38.23 39.13 37.32 36.87 37.39 45.51 50.72 50.91 55.96
10-NN 19.43 21.53 20.79 19.08 21.82 22.10 21.09 20.81 20.73 26.08 29.57 29.81 32.99

A
ll

15-NN 13.69 15.30 14.74 13.32 15.31 15.52 14.82 14.63 14.47 18.30 20.90 21.12 23.46
20-NN 10.63 11.89 11.40 10.36 11.87 11.97 11.46 11.33 11.15 14.07 16.14 16.31 18.23

Table 2: precision@k for all test scenarios (NN* - Nearest Neighbours)
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5-NN 41.18 38.03 36.22 41.05 55.33 52.18 48.89 51.98 36.69 77.73 78.34 80.35 N/A
10-NN 43.86 39.37 36.75 43.53 58.95 55.87 50.91 53.32 37.76 84.78 84.64 86.92 N/A
15-NN 45.27 40.64 37.02 44.87 61.10 58.08 52.45 54.86 39.03 87.86 86.79 90.01 N/A
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s

20-NN 46.61 41.52 37.42 45.81 62.64 59.76 53.59 55.73 40.11 89.27 88.06 91.01 N/A

5-NN 34.11 28.05 27.04 32.96 69.09 66.22 56.03 52.23 35.58 87.78 81.27 87.58 N/A
10-NN 37.51 29.25 27.42 35.66 72.47 69.84 59.3 54.96 38.03 92.25 84.65 91.54 N/A
15-NN 39.41 29.82 27.69 37.46 74.34 71.69 60.83 56.4 39.56 93.85 86.08 92.96 N/A

U
K
B
en

ch

20-NN 40.92 30.82 27.93 38.73 75.57 72.99 61.83 57.34 40.86 94.83 86.98 93.75 N/A

5-NN 51.40 55.35 54.22 50.61 55.43 54.28 53.09 50.35 51.60 64.26 68.80 69.82 73.75
10-NN 59.17 64.08 62.44 58.07 61.00 61.60 59.99 57.11 58.24 76.72 80.59 82.09 87.62
15-NN 63.49 68.04 66.46 61.77 64.42 64.91 63.04 59.93 61.66 82.17 86.27 87.34 92.88

La
be

ll
ed

20-NN 66.12 70.90 69.40 64.48 66.37 66.91 64.88 61.51 64.12 85.14 89.55 90.45 96.07

5-NN 39.73 42.29 42.22 38.91 43.29 44.30 42.47 41.96 42.55 51.82 57.76 57.98 63.72
10-NN 44.25 49.03 47.36 43.46 49.42 50.04 48.01 47.36 47.19 59.40 67.34 67.90 75.13

A
ll

15-NN 46.76 52.27 50.35 45.49 52.02 52.73 50.61 49.93 49.39 62.53 71.40 72.14 80.16
20-NN 48.43 54.14 51.94 47.19 53.75 54.23 52.16 51.57 50.75 64.09 73.52 74.29 83.05

Table 3: recall@k for all test scenarios (NN* - Nearest Neighbours)

5.3 Malware Analysis
We then checked each of the 49,608 potential counterfeits using
the private API of the online malware analysis tool VirusTotal [2].
VirusTotal scans the APKs with over 60 commercial anti-virus
tools (AV-tools) and provides a report on how many of those tools
identifiedwhether the submitted APKs containmalware. In Figure 4,
we show a summary of the number of apps that were tagged as
possible malware by one or more AV-tools in VirusTotal and their
availability in Google Play Store as of 24-10-2018. There were 7,246
APKs that are tagged by at least one of the AV-tool.

However, a single AV-tool tagging an APK as malware may not
mean that the APK contains malware. Thus, previous work used
different thresholds for the number of AV-tools that must report to
consider an APK as malware. Ikram et al. [23] used a conservative
threshold of 5 and Arp et al. [9] used a relaxed threshold of 2.
Figure 4 shows that we have 3,907 apps if the AV-tool threshold is
2 and 2,040 apps if the threshold is 5, out of which 2,067 and 1,080
apps respectively, are still there in Google Play Store. ∼46% of the
apps (3,358) that were tagged by at least one AV-tool are currently

not available in Google Play Store. One possible reason is that these
apps were removed by Google after binary analysis. In Table 4, we
show some example apps that were tagged as containing malware.

Figure 4: No. of apps against the no. of reporting AV-tools
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Table 4: Example similar apps that contain malware

Original
app

Similar
app

AV-tools Downloads
(Original)

Downloads
(Similar)

Clean Master Ram Booster* 12
500 million
- 1 billion

500
- 1,000

Temple Run Endless Run* 12
100 million
- 500 million

5,000
- 10,000

Temple Run 2 Temple Theft Run* 12
500 million
- 1 billion

500, 000
- 1 million

Hill Climb
Racing

Offroad Racing:
Mountain Climb

9
100 million
- 500 million

1 million
- 5 million

Parallel Space Double Account* 17
50 million
- 100 million

100, 000
- 500, 000

*The app is currently not available in Google Play Store

5.4 Permission Requests
Another motivation behind counterfeiting can be collecting per-
sonal data.We considered the 26 dangerous Android permissions [3]
and to identify the potential counterfeits that ask for more per-
missions than the original app, we define a metric, permissions
difference, which is the difference between the number of danger-
ous permissions requested by the potential counterfeit but not the
original app and number of dangerous permissions requested by
the original app but not by the potential counterfeit app. If the per-
missions difference is a positive value that means the counterfeit
asks for more dangerous permissions than the original app and vice
versa if it is negative. For the 49,608 potential counterfeits we had
the APK files, we calculated the permission difference.

The cumulative sum of number of apps against the permission
difference is shown in Figure 5a. The majority of the potential coun-
terfeits did not ask formore dangerous permissions than the original
app. However, there are 17,230 potential counterfeits that are asking
at least one dangerous permission than the original app (13,857
unique apps), and 1,866 potential counterfeits (1,565 unique apps)
asking at least five additional dangerous permissions. In Figure 5b
we show Google Play Store availability of the 17,230 apps with
positive permissions difference as of 24-10-2018. Figure shows
approximately 37% of the potential counterfeits with a permission
difference of five is currently not available in the Google Play Store.

5.5 Advertisement Libraries
Another motivation behind developing counterfeits can be mon-
etisation using advertisements. To quantify this, we defined; ad
library difference using the list of 124 mobile advertising and
analytics libraries provided in [41]. Ad library difference is the
difference between the number of advertisement libraries embed-
ded in the potential counterfeit but not in the original app and

(a) Cumulative number of apps
against permission difference

(b) Play Store availability of apps with
positive permission difference

Figure 5: Counterfeits requesting extra permissions

(a) Cumulative number of apps
against ad library difference

(b) Play Store availability of apps
with positive ad library difference

Figure 6: Counterfeits with additional ad libraries

number of advertisement libraries embedded in the original app
but not in the potential counterfeit app. We show the cumulative
number of counterfeits over the range of ad library difference in
Figure 6a. According to the figure, 13,997 apps (11,281 unique apps)
have a positive ad library difference and out of that 1,841 (1,407
unique apps) have an ad library difference greater than or equal to
five. Figure 6b shows the Google Play store availability of apps with
a positive ad library difference. Approximately 33% of the apps we
identified are currently not available in the Google Play Store.

6 CONCLUSION
We proposed an icon encoding method that allows to efficiently
search potential counterfeits to a given app, using neural embed-
dings generated by CNNs. Specifically, for app counterfeit detec-
tion problem, we showed that content and style neural embeddings
generated from a pre-trained VGGNet significantly outperforms
hashing and feature-based image retrieval methods.

We used our multi-modal embedding method to retrieve po-
tential counterfeits for the top-10,000 apps in Google Play and
investigated the possible inclusion of malware, permission usage,
and embedded third party ad libraries. We found that 2,040 potential
counterfeits we retrieved were marked by at least five commercial
antivirus tools as malware, 1,565 asked for at least five additional
dangerous permissions, and 1,407 had at least five additional embed-
ded third party ad libraries. Finally, we showed that as of now (6-10
months since we discovered the apps), 27%–46% of the potential
counterfeits we identified are not available in Google Play Store,
potentially removed due to customer complaints.
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